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Abstract

Video generation and manipulation is an important yet challenging task in computer vision. Existing methods usually lack ways to explicitly control the synthesized motion. In this work, we present a conditional video generation model that allows detailed control over the motion of the generated video. Given the first frame and sparse motion trajectories specified by users, our model can synthesize a video with corresponding appearance and motion. We propose to combine the advantage of copying pixels from the given frame and hallucinating the lightness difference from scratch which help generate sharp video while keeping the model robust to occlusion and lightness change. We also propose a training paradigm that calculate trajectories from video clips, which eliminated the need of annotated training data. Experiments on several standard benchmarks demonstrate that our approach can generate realistic videos comparable to state-of-the-art video generation and video prediction methods while the motion of the generated videos can correspond well with user input.

1. Introduction

The ability to synthesize realistic videos is a hallmark of motion understanding and has a wide range of applications (e.g., video editing, augmented reality, movie and game production). State-of-the-art computer graphics engines are able to synthesize photo-realistic videos, yet they require heavy manual labor of experts and are usually constrained to specific domains. There has been a significant body of recent work that explores alternative solutions based on deep generative neural networks [30, 8, 22, 26, 38, 25, 14, 2, 31, 28], but the quality of the results is still far from satisfactory.

Here, we emphasize that video generation models should support high-level control over the motion to be synthesized in order for it to be useful. In many scenarios, it is important for users to be able to control how objects should move in the generated video. Most existing methods either deterministically generate a single predicted future from some

given frames [25, 14, 2, 31, 28], or randomly sample from a distribution of futures without any high-level control over which future to be generated [32, 38, 1].

In this paper, we aim at improving both the controllability and quality of video generation. Our model synthesizes a video clip conditioned on a single initial frame that provides object and scene appearance, and some sparse trajectories that encode the desired high-level motion. For example, given the initial image in the top row of Figure 1, users can control which direction the car should move in the video by drawing trajectories (middle row). Our model can then generate videos that exhibit motion corresponding to the input trajectories. Different trajectories lead to different generated videos. The sparse trajectories not only provide a convenient way for human users to guide the synthesized motion, but also improve the generation quality by providing the model with more information, as shown in our following experiments. The trajectory-based manipulation is also general enough to be applied to any types of videos (e.g. human actions, robotic arm movements).
Still, we find that synthesizing realistic videos is challenging even with the trajectories provided. We observe that most pixels in the output frames can be directly copied from the input frame with only minor difference in RGB value, whereas a few pixels are occluded in the input frame and need to be generated from scratch. Inspired by this observation, we propose a two-stage architecture, in which the first step warps the input frame into an intermediate output with a predicted dense flow, while second step hallucinates pixels that are missing from the input frame and also compensates for color change. Through experiments, we demonstrate that the two steps are complementary to each other, resulting in higher generation quality than using either part alone. We perform extensive experiments on several standard video generation benchmarks to demonstrate the effectiveness of the proposed approach.

2. Related work

There has been a vast amount of work on video generation and prediction. Some earlier methods focus on predicting semantic information in the future, such as action categories [12], pedestrian trajectories [11], car trajectories [33], deep CNN features [29], or optical flows [34, 20]. Inspired by advances in generative image modeling [10, 6], recent works start to tackle the problem of raw pixel generation. Some of them focus on unconditional generation of short video clips [30, 8, 22, 26]. For example, Vondrick et al. [30] leverage a GAN [6] framework that separately generates the static background and the foreground motion. Kalchbrenner et al. [8] apply PixelCNN [19, 27] to video generation. Others aim at extrapolating or interpolating videos from a few given frames [38, 25, 14, 2, 31, 28]. However, previous methods are either uncontrollable at all, or only allow domain-specific controls such as robot arm actions [4], player actions in Atari games [18], or human keypoints [28, 35]. There are some concurrent works that propose to guide video generation with natural language descriptions [13, 16]. However, language can be very ambiguous and does not allow exact manipulation. Our work provides a general, precise, and convenient way for human users to control how the video would develop.

Many of the previous video prediction models adopt an encoder-decoder paradigm, in which an encoder encodes the known frames and a decoder predicts the future frames from the encoded features [15, 17, 30, 22, 21]. These approaches usually lead to blurry predictions due to the large ambiguity and high output dimensionality. To alleviate this problem, some recent works propose to directly warp pixels from previous frames [14, 2, 31]. However, this method will struggle to generate pixels that do not appear in the given frames. We propose to combine the strengths of both approaches, which leads to significantly better results.

3. Methods

3.1. Overview

Figure 2 shows an overview of our approach. The model receives a single image $I \in \mathbb{R}^{W \times H \times 3}$ and a
sparse flow map $S \in \mathbb{R}^{W \times H \times 6}$ as inputs, where $W, H$ are the width and height respectively. The sparse flow map $S$ encodes $N$ flow vectors that represent the desired motion. For each flow vector with start point $(x^i, y^i)$ and displacement $(\Delta x^i, \Delta y^i)$, $i = 1, 2, \ldots, N$, we fill $S_{x^i+[\Delta x^i], y^i+[\Delta y^i], j}$, $j = 1, 2, 3$ with negative displacement and an indicator: $(-\Delta x^i, -\Delta y^i, 1)$, so it corresponds to the sparse flow from the target frame to the input frame. Since the input trajectories are sparse, the 1 serves as an indicator of the presence of a flow vector at that position. Similarly, we fill $S_{x^i, y^i, j}$, $j = 4, 5, 6$ with positive displacement and an indicator: $(\Delta x^i, \Delta y^i, 1)$. All the other values of $S$ are filled with zeros. Our network learns to produce an output image that has the same content as the given frame, but has moved in accordance with the provided sparse flow. The pipeline consists of two steps: sparse-to-dense flow completion and pixel hallucination, which are detailed in the following subsections.

### 3.2. Sparse-to-dense flow completion

The first branch of our network completes a dense flow map $D = f(I, S)$ from sparse flow vectors $S$ and image $I$. We then use a differentiable warp operator to transform $I$ into an intermediate output prediction $O^f$ according to $D$. The output pixel at location $(x, y)$ is warped from the input pixel at location $(x + \Delta x, y + \Delta y)$, where $(\Delta x, \Delta y) = D_{\times, y}$. Since $\Delta x$ and $\Delta y$ are fractional in general, we employ bilinear interpolation to estimate the warped value from the neighboring integer locations [40, 14, 39]

$$O^f_{x, y} = \sum_{x', y'} (1 - |x + \Delta x - x'|)(1 - |y + \Delta y - y'|)I_{x', y'}$$

where $(x', y')$ are from the 4-pixel neighbors (top-left, top-right, bottom-left, bottom-right) of $(x + \Delta x, y + \Delta y)$. The bilinear sampling operator is locally differentiable, making our system end-to-end trainable.

Since the output frame is usually very similar to the input frame, most output pixels can be directly copied from input pixels. Also, thanks to the spatial consistency of most movements in the real world, the dense flow don’t contain much high-frequency component. It is therefore much easier to predict a flow than to generate all the low-level details from scratch, as also observed by previous works [31, 14].

### 3.3. Pixel hallucination

However, the flow-based branch alone can only copy existing pixels and is unable to generate new pixels or handle color change. We introduce a second branch $h$ to “hallucinate” the pixels missing from the given frame and compensate for color change of existing pixels, which complements the flow-based approach. The output $O^h = h(I, S)$ is then merged with $O^f$ via a mask $M = m(I, S)$ predicted by another network branch $m$.

$$O = M \odot O^f + (1 - M) \odot O^h$$

where $\odot$ denotes element-wise multiplication. Through experiments, we find $M$ automatically learns to prioritize the flow completion output $O^f$ wherever possible (e.g., static and not occluded background, moving objects that appear in the input frame), and prioritize $O^h$ when there is no corresponding pixel in the input image (e.g., background occluded in the input frame, novel objects).

### 3.4. Video generation

The model described above can generate an image from an input image and a set of sparse flow vectors. To generate videos from trajectories, we simply move the end point of the flow vectors along the trajectory (as shown in Figure 3) and generate a sequence of images. Although our goal is to control the model with human input trajectories, training it with human trajectories would require time-consuming annotation effort. We therefore train our model with trajectories automatically extracted from video clips and show that it generalizes to human-provided trajectories at test time.
Table 1. Human evaluation results. The numbers denote the percentage a model is judged as the most realistic among three models (numbers in parentheses are raw data). The data was collected from 10 volunteers, with each volunteer making 50 to 200 choices on randomly sampled images from randomly sampled datasets. For all three datasets, most users preferred videos generated from our full model. The hallucination part does not produce good results by itself, yet is complementary to the flow completion part.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Full model</th>
<th>W/o hallucination</th>
<th>W/o flow completion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot Pushing</td>
<td>87.2 (273)</td>
<td>10.9 (34)</td>
<td>1.9 (6)</td>
</tr>
<tr>
<td>KITTI</td>
<td>86.2 (288)</td>
<td>11.4 (38)</td>
<td>2.4 (8)</td>
</tr>
<tr>
<td>UCF-101</td>
<td>79.0 (271)</td>
<td>17.8 (61)</td>
<td>3.2 (11)</td>
</tr>
</tbody>
</table>

4. Experiments

4.1. Datasets

We perform experiments on three datasets commonly used to evaluate video generative models.

KITTI [5] is a dataset of videos captured by roof-mounted camera on a car traversing German streets. Following [14, 39], we use the odometry subset that has 22 long video sequences. But instead of doing view synthesis, we perform the more challenging video generation task on this dataset.

Robotic Pushing [4] consists of 59,000 video clips of robotic arm pushing objects on a table. We do not use the provided annotations of robotic arm actions since it’s not the focus of our paper.

UCF-101 [24] contains 13,320 videos from 101 categories of human actions (e.g., skiing, surfing, boxing). It is the most challenging dataset among the three due to the wide variety of motion, scenes, characters, and background clutter it contains.

4.2. Implementation details

Network architecture. The down-sample part of the network resembles the convolution layers of VGG-16 network [23]. The network for up-sample part is simply mirrored from the down-sample part with pooling layers replaced by nearest-neighbor upsampling. We also adopted batch normalization [7] and added cross-connection between down-sample and up-sample parts, similar to [14].

Training. We randomly sample video clips of length 9 frames as our training data. Our model receives the first frame as input and tries to generate the next 8 frames. We first estimate dense trajectories using the algorithm by Wang et al. [36]. To automatically extract sparse yet informative trajectories, we then filter out trajectories that have total displacement smaller than a threshold. After that, we randomly choose $N \in \{1, 2, ..., 5\}$ trajectories from the remaining trajectories. This is to mimic the test scenario where users can input 1 to 5 trajectories. We then use the procedure described in Figure 3 to get 8 sets of sparse flow vectors corresponding 8 future frames as our training samples. We do not perform any video stabilization. We train our model using Adam [9] optimizer with batch size of 32, learning rate of 0.0005, $\beta_1 = 0.9$, $\beta_2 = 0.99$. We resize all frames such that the largest dimension is 256.

While some recent video generation models employ adversarial training [31, 17, 30, 2], we observe good and stable performance with a simple L1 loss in the pixel space. This could be due to the less uncertainty our model needs to capture given the provided trajectories. Our flow-based generation may also reduce blurriness, as suggested by previous works [14].

4.3. Human evaluation on controlled generation

Previous works on video generation are usually evaluated by computing similarity metrics with ground truth frames as references. Metrics such as Peak Signal to Noise Ratio (PSNR) and Structural Similarity (SSIM [37]) are widely used. However, we do not have ground truth frames available for human-input trajectories, so we have to resort to subjective judgment.

We conduct a user study to evaluate the quality and controllability of different variants of our model. We show volunteers a single image and ask them to draw trajectories that represent the motion they would like to see. Volunteers are told to draw 1 to 5 trajectories and that the trajectories have to correspond to realistic motion. We then show users videos generated by three variants of our model: 1) flow completion only, 2) hallucination only, and 3) the proposed model. We train model 1) and 2) with the same architecture and hyper-parameters as our proposed model. The generated videos are also randomly shuffled so that users do not know which video is generated by which model. Finally, we ask user for preferences over the three generated videos, i.e., which video is the most realistic given the input trajectories and image?

Table 1 summarizes the results of our user study on three datasets. The numbers in the table represent the percentage a model output is judged as the most realistic (the num-
Figure 4. **Example results in user study.** Here we show example results generated by variants of our models during user study. Our full model generates more realistic results in most cases. We only show the last generated frame with corresponding flow vectors due to space constraints.
Figure 5. **Example intermediate results.** From left to right: input image and flow vectors, dense flow map predicted by flow completion branch, intermediate output generated by warping the input image with the dense flow map, intermediate output generated by hallucination branch, mask to combine both outputs (inverted for better contrast), final output.

In Figure 6 we show some failure cases of warp-only model. Generating new images by warping pixels from other images can almost always guarantee image sharpness. However, it is extremely sensitive to color and lightness difference between source and destination images that are commonly introduced by camera exposure change and lighting condition change. This is exactly the case for KITTI dataset. We observed that when the model don’t have other means to compensate for these changes (e.g. hallucination branch), the model can be trained to produce erroneously warped output images, as shown in Figure 6, which is not observed in full model.

**Quantitative comparison on video prediction**

To conduct quantitative comparison with other video estimation algorithms using objective metrics, we feed our model with trajectories automatically extracted from test...
videos. Since the ground truth frames are available, we can evaluate our model using similarity metrics such as PSNR and SSIM. Our test setting is the same as the training setting, where we generate 8 future frames. This setting is similar to previous works on video prediction (e.g., [17]), except that we use sparse trajectories and a single frame as input, rather than multiple input frames. While our model is not designed for this task, this setting can more or less illustrate the potential of our model for user-guided video generation. We increased the maximum number of trajectories to 10 to reduce their arbitrariness. We still note that these scores can only provided a rough guidance on the video quality.

A video that is very different from the ground truth will receive a low score, even though it might be perfectly realistic and follows the trajectories well.

Figure 7 shows results from different models on KITTI, Robotic Pushing, and UCF-101. Our full two-step model achieves the highest score except for SSIM on Robotic Pushing. We hypothesize that this is because Robotic Pushing is a relatively stationary dataset with little camera motion and background motion so warping existing pixels is usually good enough. We also test a simple baseline that always copies the input frame, as well as a baseline model that has the full architecture but does not receive trajectories as input (denoted as w/o trajectories). The model w/o trajectories performs much worse than our full model that employs trajectory information, which demonstrates that trajectory-conditioning can significantly improve video generation quality. This phenomenon is also evident in the comparison between our model and Deep Voxel Flow [14]. While Deep Voxel Flow is the state-of-the-art for short-term video prediction, its performance drops significantly with increased output video length.

We also compare our method with Beyond MSE [17], a state-of-the-art approach for frame-conditional video generation. It uses a multi-scale adversarial training pipeline.

---

1We used our own implementation of Deep Voxel Flow (based on the simplified code released by the author of Deep Voxel Flow) for benchmark.
Table 2. Comparison between our model and Beyond MSE (Non-standard setting) [17]. In this experiment we use both methods to generate the next one frame. Our model receives the input frame and sparse flow vectors, while Beyond MSE [17] only uses the single input frame.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Beyond MSE</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
</tr>
<tr>
<td>KITTI</td>
<td>10.86</td>
<td>0.452</td>
</tr>
<tr>
<td>Robot Pushing</td>
<td>23.30</td>
<td>0.886</td>
</tr>
<tr>
<td>UCF-101</td>
<td>18.64</td>
<td>0.830</td>
</tr>
</tbody>
</table>

Similar to LAPGAN [3]. In their paper, they adopt the setting of taking 4 frames as input and predicting the next 1 frame. To make a direct comparison with our model, we run their open-sourced code using a single frame as input to predict the next frame\(^2\). As shown in Table 2, our method outperforms Beyond MSE significantly over both PSNR and SSIM on all three datasets. The improvement comes from both our two-step architecture and the trajectory information we use.

4.5. Slow motion generation

One of the useful and interesting propriety of our model is that the video length it can generate is not constrained by a fixed number of time steps. As long as the input trajectories are smooth, the output image sequences is also temporally smooth. This enables the model to produce as many frames as needed in a fixed time period by interpolating the input trajectories to have more steps. In other words, our model can convert the video temporal interpolation problem to a much easier trajectory interpolation problem that can be handled by a simple linear interpolation. For illustration, we experimentally interpolated a set of trajectories to have eight times more segments. A portion of frames generated from this set of trajectories are shown in Figure 8. Since the movements between time steps are small, the motion is not easily perceivable on a static image sequence.

5. Conclusion

In this paper, we propose a new method to generate videos conditioned on a static image and sparse motion trajectories. Our model learns to copy pixels from the input image wherever possible, and to hallucinate pixels that are missing from the input. It does not require extra human annotations during training time, and generates more realistic videos than state-of-the-art unconditional approaches. In the future, we plan to develop a module that predicts the sparse trajectories from the input image, so that our method can also be applied to video prediction without user guidance. We also observe occasional training difficulty since the warping operator can only get local gradients from 4-pixel neighbors. Using larger transformation kernels like [31] may alleviate this problem.
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\(^2\)We also tried to train it to predict up to 8 future frames. However we found the quality degrades quickly and the scores are not competitive. So we don’t include it in this comparison.


